
IRD-AI93 .628 EASY SAVES ESTIMATION FOR RASCH-TYPE MODELS(U) SOUTH 1/1
CAROLINA UNIV COLUMBIA CENTER FOR MACHINE INTELLIGENCE
R J JANNARONE ET AL 9 NOV 87 USCMT-87-66

UNCLASSIFIE NBi-b--i7FG13

EsoEoEEni



'.4.

11 .1
L4. .0

iIIL
1.25 1111 i.~ 118

MICROCOPY RESOLUTION TEST CHART~NATIONAL BUREAU Of STANDARDS.1%3 A

W

-p

-\ t..i. - .
• t - : " ""-, - ,, "" nl,-- p " -, , - , , , -,, ., .



00

(0(VI

II

"- 0

Easy Bayes Estimation for Rasch-Type Modelst

Robert J. Jannarone
-4 James E. Laughlin

Kai F. Yu

University of South Carolina

USCMI Report No. 87-66

A -CENTER
FOR

MACHINE INTELLIGENCE
DTIC
ELECfTE

S"T"MAR 2 2 198II

8 83 17 052

UNIVERSITY OF SOUTH CAROLINA
COLUMBIA, SC 29208

Approved for public release; distribution unlimited.

Reproduction in whole or in part is permitted for any purpose of the United States Government.

This research was sponsored by Personnel and Training Research Programs, Psychological Sciences

givision, Office of Naval Research, under Contract No. N00014-86-K0817, Authority Identification

Number, NR 4421-544.



Easy Bayes Estimation for Rasch-Type Modelst

Robert J. Jannarone
James E. Laughlin

Kai F. Yu

University of South Carolina

USCO I Report No. 87-66

4 November, 1987

DOTO-

Key words: Item response theory; conjunctive models, compensatory, reactive measurement,
nonadditive measurement, Rasch model.

t Approved for public release; distribution unlimited. Reproduction in whole or inpart is permitted for any purpose of the United States Government. This research
was sponsored by Personnel and Training Research Programs, Psychological Sciences
Division, Office of Naval Research Contract No. N00014-864(008117, Authority
Identification Number, NR 4421-544.

We wish to thank Sheng-Hui Chu and Dzung-Ji Lii for providing intelligent and
energetic programming support for this article.



Easy Bayes Estimation for Rasch-Type Models

Robert J. Jannarone, James E. Laughlin and Kai F. Yu

Abstract
A Bayes estimation procedure is introduced that allows the nature and strength of prior beliefs

to be easily specified and posterior models to be estimated with no more difficulty than maximum
'P. -likelihood estimation. The procedure is based on constructing posterior distributtions that are formally

identical to likelihoods, but are constructed partly from sample data and pai Jy from artificial data
reflecting prior information. Improvements in performance of modal Bayes procedures relative to max-
imum likelihood estimation procedures are illustrated for Rasch-type models. Improvements range
from modest to dramatic, depending on the mo~el and the number of items b- ng considered.
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Easy Bayes Estimation for Rasch-Type Models

Introduction
Scope. Augmenting observed data by artificial observations has been used informally for some

time to solve certain estimation problems. For example, adding observations to empty cells in con-
tingency tables was recommended over 35 years ago (Rao, 1952) in order to make joint categorical
probabilities estimable. Artificial data augmentation has also been recognized as a useful and general
device for incorporating prior beliefs (Jackson & Novick, 1974). Of more direct interest, Wright (1986)
recommended adding artificial item scores to individuals' Rasch model test scores, in order to obtain
latent trait estimates for individuals who pass all items or fail all items. Although he did not justify
the approach formally, Wright also suggested that adding such artificial observations to data
corresponds to imposing a kind of Bayes prior. In a recent article, Tanner and Wong (1987) made a
more formal connection between artificial data augmentation and Bayes theory. They described a class
of corresponding estimation procedures as well. This article describes and justifies a new data augmen-
tation Bayes approach to Rasch-type model estimation that has statistical and computational advan-
tages over existing methods. The Bayes approach may also be used to reflect prior beliefs for Rasch
and other exponential family models, in ways that may usefully supplement existing methods.

Existing Bayes methods for Rasch-type models each have their liabilities. Since the Rasch model
belongs in the exponential family, conjugate prior and posterior distributions may easily be found
(Bickel & Doksum, 1977). However, obtaining satisfactory estimates such as posterior means or poste-
rior modes is often not easy. The same seems true of Bayes and empirical Bayes estimates in test
theory (Mislevy, 1986; Tsutakawa & Lin, 1986) as well as those described by Tanner & Wong (1987).
Also, although the method described by Wright seems quite simple the method is not justified, espe-
cially in terms of a precise Bayes formulation. Empirical Bayes approaches have already been sug-
gested that incorporate "auxiliary" information into item response models (Mislevy, 1986; Swam-
inathan & Gifford, 1981, 1982 and 1985). The Bayes approach described here differs from these
methods in three ways. First, in the Bayes procedure we explicitly design our priors to incorporate a
minimal degree of auxiliary information. In contrast, the amount of prior information that empirical
Bayes approaches attribute to the prior is dictated by the data and can be substantial. Second, as with
existing Bayes and empirical Bayes approaches we assume exchangeability across relevant model
parameters. In contrast, however we explicitly state an a priori modal value for the exchangeable
parameters in a way that clearly identifies the model. Finally, because we utilize a particular class of
conjugate priors we end up with posteriors in the same form as the likelihood. Thus, we easily obtain
posterior modal estimates by making minor modifications to existing maximum likelihood (10L) esti-
mation programs.

Purpose. The purpose of this article is to describe and justify a method for easily incorporating
prior information through data augmentation. by (a) deriving the method as a posterior modal pro-
cedure, given certain conjugate structures; (b) illustrating the method's use for some Rasch-type situa-
tions; and (c) demonstrating how the method can be used to considerably improve parameter estima-
tion.

An informal overview and result summary will be given below. Technical details will be
described later.

Overview. We will begin by applying the model to the familiar Rasch case, which leads to mod-
est estimation improvements. We will then consider more impressive improvements based on two less
familiar models.

When estimating parameters for the Rasch model, problems due to sufficient statistics taking on
boundary values can occur if test lengths are small and/or observed score distributions are skewed. In
such cases a substantial proportion of individuals may fail all items or pass all items, in which case
their latent trait values will not be estimable. Losing such individuals can lead to deflated correlations
between estimated latent traits and other variables, because latent trait estimates based on extreme
scores will be excluded. In addition, biased estimates of item parameters may result, because the same
individual latent trait estimates will not be available for simultaneous item parameter estimation (anid
consequently estimated latent trait distributions may become distorted). Similar problems may also
occur when item parameter sufficient statistics take on boundary values, which cart occur occasionaly
when sample sizes are small.
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An easy way to remove such problems is to augment observed data with artificial data such that
resulting sufficient statistics cannot take on boundary values. For example, suppose that data were
available from a (binary) 6-itemn test and that scores from two additional items were added to each
individual's item score. Suppose further that for each individual exactly one augmented item score
was coded "pass" and exactly one was coded "fail". Tile resulting augmented data would yield test.
scores from I to 7 on an S-item test instead of scores from 0 to 6 on a 6-item test, with each individual
having number-correct scores augmented by 1. Thus, if augmented data were used instead of the raw

" data for individual parameter estimation, the boundary values would disappear. (Using such an
approach to avoid estimation problems of course raises questions including whether or not the pro-
cedure is formally justified, how augmented item parameters should be treated, and the extent to
which resulting estimates could be distorted. Such questions will be addressed later- for now only the
mechanics and global results of the approach will be described.)

The first part of Table 1 indicates the kinds of improvements in correlations between true and
estimated latent traits that the above kind of data augmentation can yield. As indicated, all improve-
ments are modest and are evident only in cases involving small numbers of items, A!. Also, although
reliability improvements (that can be obtained by computing square roots of the Table I entries) are
greater, they are still modest. In addition, only a small proportion of individuals will be recovered by
the data augmentation approach, unless M is small. For example, the proportion of recovered indivi-
duals corresponding to Ivalues of 1.000 in Table 1 were .093, .026, and .004 for additive Rasch models
based on 6, 10, and 20 items, respectively. Thus, only minor improvements seem likely for the Rasch
model, unless A! is small and strong floor or ceiling effects are present.

Tile next example leads to considerably wore dramatic improvements, because it yields much
more frequently occurring boundary values. In a recent attempt to reflect individual differences in
learning abilities, Jannarone (1987) has developed a family of so-called Markov item response models.
One of these, called the bivariate Rasch Markov (BRM) model, differs from the usual Rasch model inthat two individual parameters are involved instead of only one. One parameter, -1, is analogous to theusual Rasch ability parameter in that its sufficient statistic is the number-correct score for a given
individual. The second parameter, 6, reflects individuals' abilities to learn and apply new information
to subsequent items. The second parameter's sufficient statistic is the number of times an individual
passed item n as well as item n+1 (n = I , ... , M-).

Figure 1(b) indicates the possible contingencies for individuals' sufficient statistics, given a 10-
item test satisfying a BRM model. All possible contingencies lie either on or inside the dark gray per-
imeter. As indicated, it is never possible for the 6 sufficient statistic, d, to be as large as the -y sufficient
statistic, g. For example, at most 4 distinct adjacent pairs of items could be passed if only 5 totalitems were passed. Adjacent cross-product scores also restrict number-correct scores. For example, if
only 3 adjacent pairs of items were passed then no more than 8 items in a 10-item test could be passed
(otherwise more than 3 pairs would have necessarily been adjacent).

Besides unusual contingency restrictions for the bivariate Rasch Markov case, unusual boundary
values occur as well. For example, if g were 8 then the lower and upper boundary values for d would
be 5 and 7, respectively. Moreover, such boundary values do not have finite MLE's, just as sufficient
statistic values of 0 and A! in the Rasch case do not, have finite MLE's. Consequently, al such boun-
dary vdues are inestimable. Similarly, the smallest and largest g values for fixed d values are also ines-
timable. All such inestimable cells for the 10-item case are indicated by dark gray squares in Figure
l(b). Likewise, all inestimable cells for the 17-item case are indicated by light gray squares in Figure
1(a).

.A Figures 1(a) and (b) indicate, many cells are inestimable for BRM cases-many more than forthe Rasch case. Consequently, much larger proportions of individuals must be excluded than in the
Rasch case. For example, in the Table 1 bivariate Markov simulations with I values of 1,000 and A!

-. values of 6, 10, and 20. the proportions of randomly generated individuals that were excluded from
NIL estimation were .949. .745. and .354. respectively.

The boundary problem can be solv,' for the BRIM cast in much the same way as in the Rasch
case-by augmenting individuals" observed test scores with arhificial item scores. In the BRNI case, the
minimal raw score augmenting solution entails adding 7 items to all individuals' test patterns, such
that each g value becomes augmented by 3 and each d value becomes augmented by 1. The conse-
quence of one such augmentation is illustrated ii, Figure lIc) for the 10-item case. As indicated all o!
the original 10 -item contingencies will occur wit hit. thet !7-ite-m boundary values. once they have been
augmented by artificial data ii this way.
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• 'Table 1*

True-Estimated Individual Parameter Correlations
For Maximum Likelihood and Bayes Estimates.*

Number Sample True Score/Maximum- True Score/Bayes-
Model of Items ( M) Size ( I) Likelihood-Estimate Estimate

Correlation Correlation

Additive 6 100 .63 .66
" Rasch 6 1000 .68 .72

10 100 .75 .86
10 1000 .79 .82

20 100 .87 .86
20 1000 .88 .89

30 100 .92 .91
30 1000 7 .92 .92

Bivariate 6 100 -y .51
Rasch 6 .36

Markov 6 1000 y .55
.6 -. 28

10 100 - .16 .68
6 .20 .26

10 1000 "/ .30 .60
6 .33 .38

10 5000 '7 .33 .61
6 .38 .43

15 100 - .23 .63
6 .40 .54

15 1000 -y .51 .62
6 .54 .51

20 100 -1 .55 .67
6 .53 .55

20 1000 -v .59 .67
6 .60 .57

*Entries are product-moment sample correlations. For additive cases latent trait values were randomly
sampled from 5 points, -2, -1, 0, 1, and 2, having (quasinormal) probabilities, .07, .24, .38, .24. and .07.
respectively. For bivariate cases latent trait values were randomly sampled from 25 points, (-2.-2). (-
2.4), . . . , (2,2) such that marginal probabilities were the same as in the additive case and the two
latent traits were mutually independent. For additive Rasch models half of the item difficulties were
+1 and half were -0.5. For bivariate Rasch Markov models the additive item parameters were 1.0 and
the cross-product item parameters were -0.5. estimates were obtained by a Newton-Raphsoi
approach described in the text and in Jannarone (1987). For both models all ( Bayes vs. nonBayes
random samples were obtained independently.
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Figure 1.

Individual Sufficient Statistic Features for Bivariate
Rasch Markov Tests of Length 10 and 17.*
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The entries in the bottom of Table 1 indicate the dramatic improvements in validity that can be
expected from artificial data augmentation for the BRM case. For the 6-item case it is not even possi-
ble to correlate individual parameter MLE's with other variables because only one cell is estimable.
For other cases, improvements in both -1 and 6 estimates are strong, even for moderate M values.

Besides solving boundary value problem.,, artificial data augmentation can be easily used to
impose prior structures on data (Novick & Jackson. 1974). For example, ,lannarone, Yu, and Takefuji
(1987) have recently developed a set of conjunctive models for neural and machine learning. One pur-
pose of such models is to accurately estimate associations between one (input) binary vector and
another (output) binary vector over a series of learning trials. In each learning trial, a datum consist-
ing of joint (input, output) values for the vectors is presented and the model must specify how much
weight to give the learning trial datum, relative to the previous learning trial data and/or "prior
beliefs". A detailed description of the mechanism for incorporating such learning trial weighting is
beyond this article's scope. We merely mention that. the mechanism corresponds precisely to augment-
ing each learning trial datum with "prior" artificial data. The data augmentation mechanism for that
case is also quite easy to implement and interpret. One of the simpler models that could be used this
way, called the Rasch Markov model with no individual differences, will be described in the next sec-
tion.

Regarding distortions that could arise from artificial data augmentation, the augmentation pro-
cess corresponds formally to a Bayes posterior estimation scheme, as will be shown below. Conse-

.. quently. the process can lead to biased estimates just as any Bayes procedure can lead to biased esti-
mates. However, as for many other Bayes procedures the bias will not be serious in that (a) bias in the
cases that we consider here corresponds to a urnform shrinkage of parameter estimates toward some
central value; (b) the Bayes estimates that result from the augmentation process will always be mono-
tonically related to maximum likelihood estimates; and (c) bias levels will decrease as the sample sizes
and/or numbers of items increase. Moreover, in some cases incorporating bias through such data aug-
mentation may actually be helpful toward adjusting item parameter estimates that are known to
biased. One such application might be in estimating item parameters, for example see (Samejima,

:.-, ".-1987).

In the next section we will connect artificial data augmentation with Bayesian prior/posterior
probability structures. Besides pointing toward appropriate estimation schemes and proper interpreta-
tions, the results to follow will also suggest ways that data augmentation can lead to model
identification.

Detailed Description
Conjugate cases for exponential families. Although the following approach seems to have gen-

eral utility, only observables having binary elements will be considered here. For any sample consisting
of I Al -variate observations, x,, ... xi, and having a likelihood of the natural exponential family
form,

L(x 1 . . . . .. x I a ) --- v(a)exp{ a,. o .s,(x)}. xi E B ', i = 1 . I, (1)

where the

Sxx). r1. R

are sufficient statistics corresponding to the parameters ol, through aR,

E B

a i i dS.. and

A!X

," {u : t,, = 0. 1. Yr = 1 ...... 1"" :

a (possibly improter) conjugate prior density i, civen h,
I

ftn .A..,
)  i' v a) e::I' V"a .' )

'.t~~~~~iiri:e. ,A: foi:surn. 1.o,77. F'rop. 2.;.] -Ui' ('oiliu,:an, ):')r "iI, n,, p T(r 1o:- a rivci A an0 '.i
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A consequence of (1) and (2) is that the posterior probability function,

h( Ix] . x.. xI, A,J) = L(x1 .  xI I a)faI ,J)
IXR

oc v(a)'+'exp{ E a,( E s,(x,)+A,)} , (3)

has the same parametric from as (1), that is, (3) is conjugate to (1). For example, if the x, satisfy a
Rasch Markov model (Jannarone, 1987) with no individual differences, then

so that a conjugate prior density is given by,
-M--I

JM 
M-1.(P I B ,J) oc [M)exp E ,lm= + E #n,.+IBx.%+,['I 

'  

I ~1)2M--1) mI1

. which leads to the posterior probability function,{ M I M-I I
h(fI 1x .  x/,B,J) oc [z4(f)]'texpt E #(..E im+Bm) + E Pnn+( E XinXin+I+Bn "+)"

rn-1I -I M-1 i-i)

Conjugating prior densities. Just as conjugate prior densities have the same parametric form as
- their resulting posteriors, priors may be constructed such that their likelihoods and posterior probabil-

ity functions have the same parametric form. Such priors will be called conjugating because they
impose conjugacy between posteriors and likelihoods rather than between posteriors and themselves.
Conjugating cases are particularly interesting when resulting posterior probability functions
correspond to likelihoods for feasible i.i.d. samples, In the sequel we will restrict the meaning of conju-
gating to include only priors that yield such feasible "posterior likelihoods".

The structure of (1), (2), and (3) suggests a simple method for obtaining conjugating priors for
exponential family likelihoods. For a given likelihood and prior satisfying (1) and (2), the resulting pos-
terior (3) will be a feasible likelihood from the same family as (1) if I+J is a positive integer and the

I
': s,(xi) + A,

i-i

*' - are feasible sufficient statistics from a sample of size I+J. That is, for a likyihood of form (2) a conju-
gate prior of form (1) will also be conjugating if there exist zI. Zj zE B such that

r R

* (Similar methods have been suggested previously for other applications- see Novick & Jackson 1974.)
One useful feature of conjugating priors is the ease with which they can reflect prior informa-

tion. Conjugating priors can be imposed such that the strength of prior belief is indicated by prior
sample sizes and the nature of prior belief is indicated by prior sufficient statistic values. Returning to
the Rasch Markov example with no individual differences, suppose that one wished to combine data
with the prior notion that the elements in X were mutually independent and identically Bernoulli
(0 5). The relative degree of prior belief would be indicated by the size of J relative to I- for instance
equal prior and data weightings would correspond to I = I. The nature of prior beliefs in this case
would correspond to setting B = 0. (This and similar cases have been extended in neural and
machine learning settings to include noninteger values for J within the context of "learning trial
weightings'- see Jannarone, Yu, & Takefuji. 1,87 for details.)

A second feature of conjugating priors is the ease with which they can yield posterio:r estimates.
First, for models satisfying (1) unique NLE's exist whenever sufficient statistics are not boundary
values. Second, provisions for obtaining NILE's are available in many such cases (including the P-asch
Markov case-Jannarone, 1987). As a consequence of the conjugating property such procedures may 1)(
used to find posterior modes, becaus,! posterior modes are formally equivalent to likelihood mnaxinma.
given the conjugating property.

if0-pe ,e 'W WN



A third conjugating prior feature, which motivated this article, is the potential for solving prob-
* lems due to boundary-valued sufficient statistics. As a first example consider Rasch model estimation

based or, the likelihood.

I Al I Al

L(x, ..... x , f )= " fl{,f (l+exp{ ,.- ,,})i exp" }
I Al At I

ilO, fl)eXp V' X, V r,,,,- V, "". V 1.1
.I-I M I I i

where 0 and fl contain individua' and person parameters, respectively. Parameter estimation 1,iIbhlciw
arise in the Rasch case when sufficient statistics take on their minimum or maximum possible values.
Besides leading to inestimable individual parameters the problem can also lead to biased item paranw-

"* /ter estimates. because item parameter NILE's depend on individual parameter NILE's.

A conjugating prior for solving Rasch model boundary problems can be constructed as follows.
(The following process for constructing conjugating priors differs slightly from the conjugate-prior-
based example given previousl\-although the process yields posteriors that are also formally
equivalent to Rasch likelihoods, the resulting posteriors will be based on different numbers of items-
than their corresponding likelihoods.) By setting

,, . +. f) f (l. exp{O; exp-I' (Oi)l

the "posterior likelihood" takes the form,

1 -[ (1+expO,- 01) X

exp r M (0-8n~tO ~+O-00'10)
i 1 En, (i 

i =1 

0)

-l-- , M- I

- The posterior (4) is clearly equivalent to a likelihood from an (M+2)-item test, with each individual's
observed M-itein score augmented by a score of I on a subtest based on two additional items, each
having a difficulty of 0. Thus, the prior information for 0 is exchangeable and reflects an a priori

modal estimate of zero. Also, the weight associated with this prior information can be represented by
the ratio of hypothetical to actual test items, in this case, 2/A. The prior weight is minimal in tiat
two hypothetical items are necessary to resolve the boundary value problem in the Rasch model.

Interestingly, the difficulty scale becomes implicitly identified by the prior (4) in that a difficulty
value of zero is associated with the two artificial items. (In the empirical Bayes procedures cited previ-
ously the data determine, in an uncertain way. the identification of the difficulty scale, whereas the
usual Rasch model requires fixing one parameter during estimation for identifiability.)

The gradient elements for the logarithm of the posterior N) take the form.

"OL _ X- z,, - i- .- I- = 1 ...... . (5!

OL M r exp{l,-3} 'expo- I0L t,:" ,,+l - ±CP{, rn 1exp{0;j

The posterior modal estimate (PME) 6 gradienL in te) are identical to the usual Rasch model log-
likelihood gradients (Andersen. 1980). Also. the PME 0 -radienvs in 16) are identical to MLE 0 gra-
dient., excep- individual suflicient statistics are augmented i. I and two additional item parametcer.
are- involved, each having 0 -valued parameters. Thus. L:sci. 'IL's may b,. obtained by making only
miriorr n.,rificalions to existing Rasch NILE procedure.

.' T ij r rnaiiinin T P.ME ex ,,,w i; wa: ilu qtr'ai,.,c eariv-r i: Fiur,." in ij..S- ('oI1ju pami

,ror structur, on bivariat, Ra-ci..Mari:ox "''': paraiii(tr- an I sI ' it: i:.ic,' e-ttln:jit

ms,rov,,w'n' I or thi '. itiih ,:i- , av ' forn . ia r ti'o ,. 19 .

.' ,, _ ... , . ,, ... . ..
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. . f t ) M-1,
t. i-I rn n-!

(mininally informative boundary-value removing) conjugating priors take the form,
1 7

1. 6, 6) x X] exp{ r '+ 1 + Vt' "+Ilj exp{ E (3-j+b,)}
-1 E R n M -I n-1 i-l

and resulting posteriors are,

h(y, 6 IL, F) cc fl exp{ X' (~l.-fln)u,,j+ ' (3r-l.,+l)unun+I1-I
uEB rn-a I ni ,1iI

HI exp{ E itM+ V, bit', X

E M- I N -I I
I M 3 7[exp E ('-i- )Xi.m+ M (,- 0)1+ 4 (')i- 0) 0 +

1.i rI mlrn-i rn-4

E (6i-/ln,.+I)Xi--..+,+ (bi- 0)1 + E (bi- 0) o

As in the additive Rasch case, PME item parameter gradients are the same as their MLE counterparts
(given in Jannarone, 1987), whereas individuaFparameters may be estimated by simply augmenting
NILE sufficient statistics and including a small number of additional 0-valued item parameters.

Summary
An easy method for incorporating prior Bayes information into Rasch-type model estimation has

been described in this article. The method focuses on constructing prior probabilities so that including
prior information is equivalent to augmenting sample data with artificial data. Consequently, (a) such
prior probability structures conjugate likelihoods with resulting posterior distributions; (b) the nature
of prior belief is reflected by "prior sufficient statistic values"; (c) the degree of prior belief is reflected
by "prior sample sizes"; and (d) posterior modal estimation entails no more difficulty than maximum
likelihood estimation. In addition, empirical results based on simulated data have been provided, show-
ing that the method removes boundary valued sufficient statistics for some models. The simulated
results indicate modest improvements in Rasch model estimation performance, but dramatic improve-
ments in Rasch Markov estimation performance.
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